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The results of extensive nonequilibrium molecular dynamics simulations of flow and transport of a pure
fluid, as well as a binary fluid mixture, through a porous material composed of a macropore, a mesopore, and
a nanopore, in the presence of an external pressure gradient, are reported. We find that under supercritical
conditions, unusual phenomena occur that give rise to direction-dependent and pressure-dependent permeabili-
ties for the fluids’ components. The results, which are also in agreement with a continuum formulation of the
problem, indicate that the composite nature of the material, coupled with condensation, give rise to the
direction-dependent permeabilities. Therefore, modeling flow and transport of fluids, in the supercritical re-
gime, in porous materials with the type of morphology considered in this paper �such as supported porous
membranes� would require using effective permeabilities that depend on both the external pressure drop and
the direction along which it is applied to the materials.
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I. INTRODUCTION

Equilibrium and nonequilibrium properties of fluids and
their mixtures in confined media are of much current interest
�1,2�. Examples of such media include nanoporous and me-
soporous materials, such as catalysts, adsorbents, skin and
biological tissues, and nanoporous thin films that are used as
low-dielectric constant composites, optical coatings, sensors,
and insulating materials. For practical applications, it is im-
portant to understand how flow and transport processes occur
in the pore space of such materials, because even if the prop-
erties of their matrix are of interest, understanding transport
of fluids in their pore space is still critical to characterization
of their morphology, including their matrix.

An important class of nanoporous materials consists of
membranes—either biological or synthetic. The former play
a fundamental role in biological activities of living organ-
isms, while the latter, the focus of the present paper, are
under active investigations, both experimentally and by com-
puter simulations, for separation of fluid mixtures into their
constituent components, and for sensors that can detect trace
amounts of certain chemical compounds. Since molecular
interactions between the fluid molecules, and between them
and the nanopores’ walls, cannot be ignored, one must resort
to atomistic models �3�. Such models, that are typically
based on atomistic simulation of flow and transport of a fluid
mixture through a single nanopore, yield an effective perme-
ability for each component of the mixture flowing through
the nanopore. In practice, however, most membranes consist
of a porous support made of at least two layers of
macropores and mesopores, and a nanoporous film deposited
on the support. Flow and transport of fluids in such compos-
ite porous materials have rarely been studied.

In this paper we report the results of the first atomistic
simulation of flow and transport of supercritical �SC� fluid

mixtures—those that are in a thermodynamic state above
their critical temperature and/or pressure—in a composite
porous material that consists of three distinct pores, referred
to as the macropores, mesopores, and nanopores. SC fluids
have recently attracted much attention �4�, due to the poten-
tial of SC fluid extraction �SCFE� utilizing CO2 for removal
of contaminants from water �5�, sludges and soils �6�, spent
catalysts �7�, aerogels �8�, and adsorbents �9�. They are also
used for preparing nanosize particles for drug delivery. CO2
is preferred in such applications because it is nontoxic and
nonflammable. The most promising SCFE method is one that
combines a SC fluid with a porous membrane, which prefer-
entially and continuously extracts the solute, leaving behind
a solute-depleted, recyclable SC solvent stream. Experiments
�10� indicate the existence of complex and unusual phenom-
ena: hysteresis in the permeability isotherms at some tem-
peratures but not at others; pressure-dependent permeabili-
ties that exhibit a maximum as a function of the temperature,
and solute rejection that can be positive or negative, depend-
ing on the type of the porous material and the solutes used.
There is currently little fundamental understanding of such
phenomena. We use molecular dynamics �MD� simulations
to study flow and transport of a SC fluid mixture in a model
composite membrane. In practice, a fluid mixture passes
through a porous membrane by applying a pressure gradient
to two opposing external surfaces of the membrane. To simu-
late this process we use the dual control-volume grand-
canonical MD �DCV-GCMD� simulation technique which is
most suitable for simulating transport processes in systems
that operate under an extermal potential gradient. Due to
their thermal/mechanical stability and versatility, carbon
molecular-sieve membranes �CMSMs� have been used by
many groups �11,12� in experimental studies involving sepa-
ration of fluid mixtures. Thus, in this paper we utilize a
model CMSM to carry out the MD studies. One goal of the
paper is to understand the effects of the membrane structure,
and the pressure gradient applied to the membrane, on the
flow properties of the fluid mixture passing through the
membrane.*Corresponding author. Electronic address: moe@iran.usc.edu

PHYSICAL REVIEW E 73, 036312 �2006�

1539-3755/2006/73�3�/036312�8�/$23.00 ©2006 The American Physical Society036312-1

http://dx.doi.org/10.1103/PhysRevE.73.036312


The plan of this paper is as follows. In the next section we
describe the details of the model of the membrane that we
use and the MD simulation technique that we utilize. The
results are presented and discussed in Sec. III. The paper is
summarized in Sec. IV.

II. MOLECULAR DYNAMICS SIMULATION

Recent MD simulations �13� indicate that atomistic-scale
transport in a pore is hardly influenced by the pore’s shape.
Thus, as a prelude to understanding flow and transport of SC
fluid mixtures in a real membrane, we consider the same
phenomena in the composite pore system shown in Fig. 1,
which consist of three slit pores in series. �A somewhat simi-
lar pore model was utilized by Düren et al. �13� in their study
of gas transport through a membrane.� Each pore represents
one layer of a three-layer supported membrane. The pores’
heights are 77, 23, and 10 Å, while they all have the same
length, about 43 Å. The membrane is connected to two con-
trol volumes �CVs� that are exposed to the bulk fluid at high
and low chemical potentials � or pressures P. Periodic
boundary conditions are used only in the y direction �perpen-
dicular to the plane of this page�. The external driving force
is a chemical potential or pressure gradient applied in the x
direction.

We consider flow and transport of pure CO2, as well as a
mixture of CH4 �component 1� and CO2 �component 2�, in
the membrane. The two components, as well as the carbon
atoms that the pores’ walls consist of, are represented by
Lennard-Jones �LJ� spheres and are characterized by effec-
tive LJ size and energy parameters, � and �, respectively. We
used �C=3.4 Å, and �C/kB=28 K for the carbon atoms; �1

=3.81 Å and �1 /kB=148.1 K for CH4, and �2=3.79 Å and
�2 /kB=225.3 K for CO2. For the cross-term LJ parameters
the Lorentz-Berthelot combining rules were used, namely,
�12=��1�2, and �12= 1

2 ��1+�2�. We also used a more realis-
tic model for CO2 that consisted �14� of three LJ interaction
sites on the three atoms, plus point charges to account for the
quadrupole moment of CO2 molecules, but found no signifi-
cant effect on the results.

Although MD simulations have been used for studying
SC fluids in the bulk �15�, very few such studies have inves-
tigated the behavior of SC fluids in small pores �16,17�. As
mentioned earlier, we use the DCV-GCMD method �14,18�
which combines the MD method in the entire pore system
with the grand-canonical Monte Carlo �GCMC� insertions
and deletions of the molecules in the CVs. Therefore, to
mimic the experimental conditions, the densities, or the cor-
responding chemical potentials, of the components in the
CVs were maintained using a sufficient number of GCMC
insertions and deletions. The probability of inserting a par-
ticle of component i is given by

pi
+ = min� ZiVc

Ni + 1
exp�− �E/kBT�,1� , �1�

where Zi=exp��i /kBT� /�i
3 is the absolute activity at tem-

perature T, �i, and �i are, respectively, the de Broglie wave-
length and chemical potential of component i, �E the poten-
tial energy change resulting from inserting a particle, and Vc
and Ni the volume of the CV and number of atoms of com-
ponent i in each CV, respectively. The probability of deleting
a particle is given by

pi
− = min� Ni

ZiVc
exp�− �E/kBT�,1� . �2�

The two CVs are well mixed and in equilibrium with the two
bulk phases that are in direct contact with them. The chemi-
cal potentials were converted to equivalent pressures using a
LJ equation of state �19�.

The molecule-molecule interactions were modeled with
the cut-and-shifted LJ 6–12 potential with a cutoff distance,
rc=4�1. To calculate the interactions between the fluids’ mol-
ecules and the walls, we used the LJ potentional for the
interactions between the molecules and the individual carbon
atoms on the walls, arranged as in graphite. The cutoff dis-
tance between the molecules and the carbon atoms on the
walls was rc=3.5�1. Typically, ten GCMC insertions and de-
letions in each CV were followed by one MD integration
step. The temperature, T=35 °C, was held constant in order
to eliminate any contribution of the temperature gradient to
the transport.

The Verlet velocity algorithm was used to integrate the
�dimensionless� equations of motion with a dimensionless
time step, �t*=5�10−3 �i.e., �t�0.006 85 ps�. The equa-
tions of motion were integrated with up to 1.2�107 time
steps to ensure that the system was at steady state. Molecules
that crossed the outer boundaries of the CVs were removed.
The number of such molecules was, however, small, typi-
cally about 1% of the total number of molecules that were
deleted during the GCMC simulations. In addition, for each

FIG. 1. A snapshot of the three-pore system and the distribution
of pure CO2 in it, when the upstream condition �higher pressure� is
maintained either in the control volume which is connected to the
macropore, or that connected to the nanopore.

FIROUZI, SAHIMI, AND TSOTSIS PHYSICAL REVIEW E 73, 036312 �2006�

036312-2



component we allowed for a nonzero streaming velocity �the
ratio of the component’s flux and concentration� in the pore
system, consistent with the presence of a bulk pressure/
chemical potential gradient along the x direction. In the CVs,
however, the overall streaming velocity was zero. Isokinetic
conditions were maintained by rescaling the velocity inde-
pendently in the three directions.

Two important quantities of interest are the density profile
�i

z�x� of component i along the x direction, the direction
along which the chemical potential gradient �� is imposed
on the membrane, and �i

x�z�, the density profile in the yz
planes that are perpendicular to the direction of ��. The
density profile �i

z�x� was computed by dividing the simula-
tion box in that direction into grids of size, �=1.12�1. For
each MD step, �i

z�x� was computed by averaging the number
of particles of type i over the distance �. A similar procedure
was used for computing the density profile �i

x�z� in the yz
planes that are perpendicular to the direction of ��, with the
averaging done over asmall distance which were about
0.67�1, 0.21�1, and 0.09�1 for the macropores, mesopores,
and nanopores, respectively.

In addition, a most important characteristic property of a
membrane is the permeability of a fluid passing through the
membrane. Thus, for each component i we calculated its flux
Ji in the direction of the applied chemical potential or pres-
sure gradient. The permeability Ki of the component i is then
given by Darcy’s law

Ki =
Ji

�Pi/L
, �3�

where �Pi=xi�P is the partial pressure drop for species i
along the pore system, with xi being its mole fraction, �P the
total pressure drop imposed on the system, and L the sys-
tem’s length. We computed the permeabilities for two cases.
In one, the upstream condition �higher pressure� was main-
tained in the CV connected to the macropore, while in the
second case the upstream condition was maintained in the
nanopore.

III. RESULTS AND DISCUSSION

We first describe the results for pure CO2, and then
present and discuss those for a binary mixture of CO2 and
CH4. Figure 1 presents a snapshot of the pore system and the
distribution of CO2 molecules in it. The upstream and down-
stream pressures were 8373 kPa �1215 psi� 4926 kPa
�715 psi�, respectively. In both cases, the state of CO2 in the
nanopores and mesopores is liquidlike, caused by condensa-
tion. The state of CO2 in the macropore, on the other hand,
depends on where the upstream condition is maintained. If
the upstream condition is maintained in the CV connected to
macropore, then the CO2 density in the pore is high almost
everywhere, resembling a liquidlike state. If, on the other
hand, the upstream condition is maintained in the CV con-
nected to the nanopore, the CO2 density in the macropore
near its entrance to the mesopore is high, but decreases
somewhat as one gets away from this region towards the CV
on the left side of the figure. These are consistent with the

time-averaged density profile �z�x� of CO2 shown in Fig. 2.
Figure 3 presents the CO2 permeabilities as a function of

the upstream pressure, when a pressure drop �P=3447 kPa
�500 psi� was applied to the pore system. The direction de-
pendence of K is striking, with the permeabilities in the two
opposite directions differing by a factor which can be as
large as nearly four. Moreover, the trends for the two cases
are opposite of each other. Whereas K decreases when the
upstream is on the macropore side, it increases when the
direction of �P is reversed. The reason can be understood by
considering Figs. 1 and 2: at a constant overall �P, with
increasing the upstream pressure on the macropore side,
practically the entire pore system is packed with CO2 mol-
ecules. This makes the passage of the molecules from the
macropore to the mesopore very difficult, resulting in re-
duced values of K. On the other hand, at the same overall
�P, increasing the upstream pressure when applied on the

FIG. 2. Time-averaged density profiles �z�x� of pure CO2 in the
transport direction x. The system is at steady state.

FIG. 3. The permeability of pure CO2 when a pressure drop
�P=3447 kPa �500 psi� is applied to the pore system.

SUPERCRITICAL FLUIDS IN POROUS COMPOSITE¼ PHYSICAL REVIEW E 73, 036312 �2006�

036312-3



nanopore side moves the transition point between a gaslike
and liquidlike state to inside the macropore, hence making
the passage of the molecules from the mesopore to the
macropore easier, which increases K in that direction.

We now present the results for the binary mixture. Figure
4 shows the �dimensionless� temperature �averaged in the yz
planes� throughout the pore system, which indicates that it
remains constant. Hence, all the possible effects due to a
temperature gradient have been eliminated. Figure 5 presents
a snapshot of the pore system and the distribution of CO2
and CH4 molecules in it, after the steady state was reached,
with the upstream and downstream pressures being 1215 psi
�8373 kPa� and 515 psi �3548 kPa�, respectively. To under-
stand the distributions of the two molecules in the pores
better, we present in Figs. 6 and 7 the time-averaged densi-
ties �i

x�z� for the two molecules at six different planes that
are perpendicular to the direction of �P �the coordinates’

center is on the centerline that passes through the three
pores�. Figure 6 shows the density profiles when the up-
stream condition is maintained in the CV which is connected
to the macropore. In plane 1 near the pore mouth connected
to the CV, two layers of each type of molecule have been
formed. One, with high densities, is near the walls, while the
second one with lower densities is closer to the center. In the
opposite plane �denoted by 2 in Fig. 6� near the macropore
mouth that connects it to the mesopore, the density profiles
look chaotic, with several layers of the two molecules form-
ing. This is caused by the entrance effect whereby, due to the
size of the mesopore which is much smaller than that of the
macropore, a large number of molecules accumulates at the
macropore’s entrance to the mesopore. But, if we inspect the
density profiles just inside the mesopore �denoted by 3 in the
figure�, we find again that two layers of each type of mol-
ecules have been formed inside the mesopore. The mol-
ecules’ distributions in the region where the mesopore is con-
nected to the nanopore �denoted by 4 in the figure� are
qualitatively similar to those in plane 2, and are again domi-
nated by the entrance effects. The very small size of the
nanopore allows only monolayer formation. As a result, one
obtains the density profiles shown in Fig. 6 for planes 5 and
6 shown in the figure. The same qualitative patterns are ob-
tained when the upstream condition is held in the CV con-
nected to the nanpore �see Fig. 7�, but with one difference:
Only one layer of each type of molecules has been formed in
plane 1, where the macropore is connected to the CV. This is
clearly caused by the low downstream pressure which gives
rise to a gaslike state in that region, and is also consistent
with the snapshot of the pore system shown in Fig. 5.

Figure 8 presents the time-averaged density profiles �i
z�x�

of the two components �averaged in the yz planes� for the
two upstream conditions. The mixture is equimolar. The den-
sities in the two bulk regions are constant, as they should be.
As one moves from the macropore to mesopore to nanopore,
the densities, regardless of the direction of �P �or the up-
stream condition�, increase since the pores’ sizes decrease. A
closer inspection of the densities in the pores indicates that,
for the applied �P, one has a gaslike �low density� mixture
in much of the macropore in both cases, followed by a tran-
sition to a liquidlike mixture �due to condensation� which
packs the mesopores and nanopores completely at high den-
sities. The position of the transition line from the gaslike to
liquidlike mixture depends on the pores’ sizes and the direc-
tion of �P. The density profiles shown in Fig. 8 are consis-
tent with the snapshot of the system shown in Fig. 5, as they
should be. At the same time, we should point out that, al-
though we carried out long simulations, the slight increase in
the density profile �z�x� of CO2 �the dashed curve� in the
nanopore, when the upstream condition is imposed on this
pore �see the upper panel in Fig. 8�, could still be due to
nonequilibrium effects that may be exceedingly difficult to
detect in our simulations.

Figure 9 presents the permeabilities of the two compo-
nents in an equimolar mixture with �P=4825 kPa �700 psi�,
computed when the pressure drop was applied in the two
opposite directions shown in Figs. 1 and 5, and the upstream
pressure was varied. The same qualitative patterns are ob-
tained when other values of pressure drops are applied, and

FIG. 4. Time-averaged temperature distribution in the pore sys-
tem used in the simulation of the CO2-CH4 mixture.

FIG. 5. A snapshot of the pore system with the distributions of
CO2 �circles� and CH4 �triangles� in an equimolar mixture. The
system is at steady state.
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the upstream and downstream conditions are such that one
crosses from a subcritical region to a supercritical one �the
critical pressure for CO2 is about 7380 kPa�. In addition to
the fact that the pressure dependence of K1 and K2 is in
qualitative agreement with experimental data �10,20�, an-
other noteworthy feature of Fig. 9 is that the permeabilities
differ significantly, with K2—that of CO2—being larger. The
reason is that, due to affinity of CO2 for carbon surfaces,
there is significant flow of CO2 on or near the walls which is
not the case for CH4. This is particularly important, as the
nanopores and mesopores are packed with molecules and,
therefore, the molecules’ motion in the bulk of the pores is
exceedingly slow. Hence, surface flow becomes important.

The direction dependence of the permeabilities, for both
pure CO2 and those in the mixture, may be explained based
on a continuum model. As is well known, transport in a
macropore is dominated by convection, which gives rise to a
permeability independent of the direction of the applied pres-

sure gradient. In a mesopore, transport is by a combination
of convection and Knudsen diffusion �2,20�, whereas in a
nanopore, due to its small size and the condensation phe-
nomenon, transport occurs mostly through surface flow.
While condensation does play a role in the direction depen-
dence of the effective permeabilities, the most important fac-
tor appears to be the composite nature of the system. To see
this, we make an analogy between the resistances that the
three pores in series offer against transport and that of elec-
trical resistors. Then, because the three pores are in series,
the effective permeability Ke of the pore system is given by

Ke = L	

i=1

3 �Ki

Li
��−1

, �4�

where Ki and Li are, respectively, the overall permeance and
length of pore number i. It is now not difficult to show that it
is the nonlinear dependence of Ke on Ki that is mostly re-

FIG. 6. Time-averaged density profiles �i
x�z� of CO2 �dashed curves� and CH4 �solid curves�, when the upstream condition is maintained

in the control volume connected to the macropore. The mixture is equimolar.
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sponsible for its direction dependence. This is true even if
one has a gaseous mixture in the composite pore system, as
opposed to liquidlike mixtures �caused by condensation� that
we deal with in our pore system. To show this, we proceed as
follows.

Consider, first, transport of a gas in a single pore and
assume that the gas is transported by a combination of con-
vection and Knudsen diffusion. Hence, its flux is given by
�2,20,21�

J = − �Dk
dP

dx
+ KpP

dP

dx
� , �5�

where DK is the Knudsen diffusivity of the gas. Kp is a per-
meability coefficient defined for gases �according to Darcy’s
law, KpP is what is usually referred to as the permeability�.
Kp is independent of the pressure. Assuming, as usual, that
Dk is also independent of the pressure, then, since the flux J

is constant at steady state, Eq. �4� can be easily integrated to
yield

J = − L−1	Dk�P2 − P1� +
1

2
Kp�P2

2 − P1
2�� , �6�

where P1 and P2 are the applied pressure at the pores’ ends,
and L is its length. According to Eq. �6�, the magnitude of the
flux and, therefore, the effective permeability Ke given by,

Ke = Dk +
1

2
Kp�P1 + P2� , �7�

are independent of the direction of the applied pressure drop,
�P= P2− P1, because the interchanges, P1→P2 and P2
→P1 would not alter Eq. �7�. Note that, even if we replace
the convective term of Eq. �5� by KdP /dx, which is the
appropriate form for liquids and the liquidlike mixtures �such
as those under supercritical conditions�, the conclusion that
in a single pore Ke does not depend on the direction of �P

FIG. 7. Same as in Fig. 6, but when the upstream condition is maintained in the control volume connected to the nanopore.
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will remain true, since in that case, Ke=Dk+ 1
2K.

Next, consider two pores that are in series, and suppose
that the pressure at the interface between them is Pi �21�. We
assume that in one pore, say pore 1, convection is the domi-
nant mechanism of transport �as in the macropore�, while
both convection and Knudsen diffusion contribute to trans-
port in pore 2 �as in the mesopore�. Hence, using Eq. �6�, we
write down the following expressions for the fluxes J1 and J2
in the two pores

J1 = −
1

2
L1

−1Kp
�1��Pi

2 − P1
2� , �8�

J2 = − L2
−1	Dk

�2��P2 − Pi� +
1

2
Kp

�2��P2
2 − Pi

2�� . �9�

At steady state, J1=J2. Therefore, we only need to determine
the pressure Pi, which is obtained by requiring that, J1=J2,
yielding a second-order equation, aPi

2+bPi+c=0, in which
the parameters a, b, and c are given by

a =
1

2
�	Kp

�1� + Kp
�2�� ,

b = Dk
�2�,

c = − 	1

2
	Kp

�1�P1
2 +

1

2
Kp

�2�P2
2 + Dk

�2�P2� , �10�

where 	=L2 /L1. It is now not difficult to see that the mag-
nitude of the flux, J=J1=J2, depends on the direction of �P
by making the interchanges, P1→P2 and P2→P1, in agree-
ment with the MD simulations presented above. Clearly, the
same approach can be extended to the three-pore system we
use in the simulations. Moreover, the conclusion will not
change if, for example, Knudsen diffusion is the dominant
transport mechanism in one pore, while convection contrib-
utes the most to the transport in another pore.

IV. SUMMARY

The results presented in this paper indicate the signifi-
cance of the pore structure and the fluids’ state to their trans-
port through a porous material. In particular, aside from be-
ing in qualitative agreement with our preliminary
experimental data �22�, the results have two important impli-
cations:

�1� The classical modeling of transport of fluids through
porous membranes, based on a single effective permeability
independent of the direction of the applied pressure gradient,
is inadequate if they have a composite structure similar to
what we use in the present paper. This is usually the case
when the membrane has a support structure.

�2� Unlike the popular practice, a single pore is a gross
and inadequate model of an actual composite �supported�
membrane, which typically consists of several layers, each
characterized by their own morphological and transport
properties �21�.

In practice, supercritical fluid extraction using CO2 is uti-
lized when the mixture contains heavier hydrocarbons, such
as pentane and hexane. In such cases, the molecular structure
of the hydrocarbons and their motion through the nanopores
give rise to additional complexities, such as freezing phe-
nomena whereby the mixture does not move appreciably
even over long periods of times. Molecular dynamics simu-
lation of flow and transport of such mixtures through the
pore system considered in this paper is underway. The results
will be reported in a future paper �23�.

FIG. 8. Time-averaged density profiles �i
z�x� of CO2 �dashed

curves� and CH4 �solid curves�, in an equimolar mixture.

FIG. 9. The dependence of the permeabilities of CO2 �circles�
and CH4 �triangles� on the upstream pressure, when a pressure drop,
�P=4825 kPa �700 psi�, is applied in the two opposite directions.
Continuous and dashed curves show, respectively, the results when
the upstream pressure is maintained at entrance to the macropore
and nanopore.
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